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Obtain samples from jT(x) X e—U(x) by only evaluating J, V U |

Piecewise Deterministic Monte Carlo

cf. Fearnhead+ (2018)

@Auxiliary VYariable V & its distribution p(v) o< e

2 Deterministic Flow @ Random Times —;—;
ODE -

Rate function

x? (x & Rd) Standard Gaussian

Running Example: UY(x) := %

are introduced: 7t(x, V)

i LM)=

-K(v) mt(x)u(v) (augmented)

il‘=f(xflvf) @ AR o
-A Reflections 3-B Refreshments
Ve = glxe, vi) M, v) = (vI[VUx)). +p
the solution gives rise to random times VTi ~ Q(ITi -/ VTi —) VTj -~ ”(V) dV
fr— (xt, Vt) New velocity, given by the law Q Regeneration

~1 employs

B PS (3-A deterministically

cf. Bouchard-Caté+ (2018)

Bouncy Particle Sampler 3-B globally

combines

cf. Michel+ (2020)

Forward Event-Chain Monte Carlo : @-B partially

Switch two from

0, (_1)\0 '.I.{eflection (2nd)
Gradient vectes

Global refresh

(3-A: Deterministic Reflection ' (3-C: Stochastic Refreshment

". Combine
Ur,  Vp_ — Q(V U(ITi)IVTiQ—) VU(ITi) Parallel Refresh V%- ~ QMaxr, ) E> Vi, V\\ n V%_
[VUlxr)| } Orthogonal Switch Vi« Avg _ l I i

(3-B: Global Refreshments (required!) p>0 (3)-B: NO GLOBAL REFRESHMENT REQUIRED) p=20
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d) ¢ — ( ) converges to an Ornstein-Uhlenbeck diffusion dVY: = N Y:dt + o dBy

Potential (= negative log-likelihood) Y
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where [ is the transition kernel of the Gauss-Markov process ‘Corollary ‘ Forall p > 0 ®
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[Complexmy I MSE / Monte Carlo Variance [An Early Dlagnostlc
Number of gradient V U(x) evals scales as For spherically symmetric f : RY 5 R i — MSE reduction by an O(d ') scale
O(d) (for the potential) N : : q b |[=moe] T ] 1 i
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Random Walk Metropolis-Hastings O(dQ) in high dimensions d > 1 critical slow down! f 57 J l —
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Metropolis-adjusted Langevin O(dlt/ 3) Monitor the time-derivative process! 273 T ' )
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Hamiltonian Monte Carlo O(d5/4) dt (Xt) = (Vf(xt)lvt) =: Ry = oo N ——— =S
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